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2Data Modeling Evaluation

A typical/traditional NLP/AI pipeline

Annotation Metrics
 

Learning
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Growing Importance of High-Quality Data and Evaluation

Data Modeling Evaluation



No. 
ThreeFour



However, the world is not just black 
and white.

The world is beyond digital - if we 
zoom out it is rich and diverse.

Src: Esher
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Disagreement in human labeling is ubiquitous

Data Modeling Evaluation

— It impacts all 3 stages of the NLP pipeline  

— It is one important form of uncertainty

Can we turn 
disagreement into 

advantage?



Growing Importance of  
Data Quality > Data Quantity



The “it” in AI models is the dataset - talk by Thom Wolf 🤗

https://nonint.com/2023/06/10/the-it-in-ai-models-is-the-dataset/

https://nonint.com/2023/06/10/the-it-in-ai-models-is-the-dataset/


- Recent work suggests smaller 
amounts of higher quality data 
remove the need for a larger 
model. 

- This suggest larger models may just 
be compensating for problems in the 
data pipeline.

Evidence from a talk by Sara Hooker 

Hoffman et al. 2022, blog]

https://arxiv.org/abs/2203.15556
https://lifearchitect.ai/the-sky-is-bigger/


Humans and Uncertainty: What is Human Label Variation?

Models and Uncertainty: Stop Measuring Calibration When Humans Disagree

How to detect errors? ActiveAED

Plausible variation or error? VariERR
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Roadmap: Selected Case Studies
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Disagreement or Variation?

‣ Human Label Variation (Plank, 2022 EMNLP)  

‣ plausible variation 

‣ to reconcile different notions in the literature (disagreement, perspectives, human uncertainty, hard cases) 

‣ preferred over disagreement as that implies two views cannot hold at the same time 

‣ In contrast to errors
11



‣ Stimulus characteristics (ambiguity, task setup and 
difficulty) 

‣ Individual differences (incl. cultural and socio-
demographics): for example in hate speech or 
sentiment 

‣ Context and attention (Intra-coder disagreement; 
attention slips play a non-negligible role as well; 
Beigman Klebanov et al., 2008) 
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Sources of human label variation 
(Basile et al., 2021)

Ambiguity (Example from Liu et al., 2023)



Examples



Lora Aroyo’s NeurIPS 2023 keynote:

https://slideslive.com/39015341/the-many-faces-of-responsible-ai?ref=speaker-55217



Name the object
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https://aclanthology.org/2020.lrec-1.710.pdf 

https://aclanthology.org/2020.lrec-1.710.pdf
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ManyNames dataset https://aclanthology.org/2020.lrec-1.710.pdf 

Name the object

https://aclanthology.org/2020.lrec-1.710.pdf


Natural Language Inference:  
Entailment? Neutral? Contradiction?
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Context/Premise:     Statement/Hypothesis: [E, N, C]

A boy in an orange shirt sells fruit from a street cart.    A boy is a street vendor. [90, 10, 0]

A women wearing a red hat and black coat.                    The women is asleep. [0, 87, 13]

People walk amonst a traffic jam in a crowded city.      The cars are zooming past the people. [3, 15, 82]

A women holding a child in a purple shirt.                       The women is asleept at home. [1, 53, 46]

ChaosNLI dataset by Nie, Zhou, Bansal (2020), Examples from Appendix of Baan et al., 2022



Natural Language Inference: How Frequent?

‣ "For 20% of the sentence pairs, there is a non-trivial 
second component (GMM; Pavlick & Kwiatkovski, 2019)

18
(Figure from Jiang & de Marneffe, 2022)

Entailment

Neutral

Contradictory



More NLP task examples (to name a few):
‣ Toxic language detection: Not all text is equally toxic for everyone (Sap et al., 2019). 

Subjective language tasks (Akhtar et al, 2021; Leonardelli et al., 2021; Ceras Curry et al., 2021) 

‣ Understanding indirect answers to polar questions (e.g. Damgaard et al., 2021) 
 
 
 

‣ Visual Question Answering (Jolly et al., 2021)
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Q:  Hey. Everything ok?
A: I’m just mad at my agent

Yes                          
No       
Yes, subject to some condition
Neither Yes nor no    

? 
? 
? 
?

Q:  Where is this? 
GT: road (4), outside (2), outdoors (1), 
sidewalk (1), …



HLV not just labels: Natural Language Generation
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(Guilianelli, Baan et al., 2023)



 
 

It provides opportunities for more 
trustworthy, human-facing AI. 

Is Human Label Variation So Bad? 
 

No.



Many open questions

‣ How does Human Label Variation interact with Socially Aware NLP? 

‣ How much Variation is there Within-Human Label Variation? 

‣ How does Human Label Variation relate to Model Uncertainty? 

‣ Is All Variation Plausible?  

‣ How to tease apart Annotation Error from Plausible Human Variation? 

‣ Do we Need More Labels or More Cases?

22



Human Label Variation: Growing interest  🥳

23



Humans and Uncertainty: The “Problem” of Human Label Variation

Models and Uncertainty: Stop Measuring Calibration When Humans Disagree

How to detect errors? ActiveAED

Plausible variation or error? VariERR

24

Roadmap: Selected Case Studies
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(Baan, Aziz, Plank, Fernandez, 2022 EMNLP) 



Uncertainty



Model Uncertainty: 
Models don’t always know 

when they don’t know

Img src: DALL·E



‣ Calibration is a popular framework to evaluate whether a classifier knows when it does not 
know 

‣ Reliability diagram to indicate how well calibrated a model is  

‣ ECE (expected calibration error) 
 
 
 
 

‣ What does calibration mean when there is no ground truth? 

‣ We examine calibration under the lens of HLV

More trustworthy models: 
Calibration & Model Uncertainty 
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‣ Temperature Scaling is one way to do calibration. It is a post-processing technique to 
improve the calibration error. It works by dividing the logits by a scalar T: 

 

‣ If T>1.0, it makes the model less confident about its predictions:

softmaxT =
ez/T

∑i ezi/T

Calibration: Temperature Scaling

29



‣ Temperature Scaling can help improve ECE:  
 
 

‣ However, we observe that despite low ECE, an oracle is still 
miscalibrated: 

‣ What can we do? Measure Human Calibration Error (DistCE): 
‣ Total variation distance between predictive distribution and human 

judgement distribution (range: 0…1)

 Calibration to majority?

30

BAD.

ECE reduction



‣ DistCE = instance-level analysis, enables a more fine-grained view 
on model calibration (Baan et al., 2022). Recall: 
 
 
 
 

‣ DistCE ⬇ (0: perfectly calibrated to human judgement) 

 
 
 

Calibration in Light of HLV
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Reduction of most  
miscalibrated instances

BUT also fewer perfectly 
calibrated instances!

ECE reduction



‣ We showed that calibration to human majority is flawed 

‣ We suggested to look at calibration in light of HLV 

‣ Proposed several measures (more in the paper), incl. Human calibration error (DistCE), 
that provide us instance-level insights 

‣ More nuanced insights into model uncertainty 

‣ Limitation: requires data with human label variation 
 

Take-home message 
(Baan et al., 2022 EMNLP)
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Humans and Uncertainty: The “Problem” of Human Label Variation

Models and Uncertainty: Stop Measuring Calibration When Humans Disagree

How to detect errors? ActiveAED

Plausible variation or error? VariERR
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Existing datasets contain annotation errors
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Data Quality



Example: Sentiment (Imdb)
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Example: NER (CoNLL 2003)
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What to do about it?



‣ A long-standing task (e.g. Dickinson & Meurers, 2003); recently surveyed comprehensively 
by Klie, Webber, Gurevych (2022) 

‣ Typical AED methods are post-hoc processing 

‣ We propose to combine AED with human in the loop: Active AED 

39

Annotation Error Detection (AED)

(Weber & Plank, 2023 ACL Findings)
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Dataset cartography: Training dynamics

(Swayamdipta et al, 2020)

Data map for SNLI train set, based 
on a ROBERTA-large classifier. The x-axis shows 
variability and y-axis, the confidence; the col- 

ors/shapes indicate correctness. 
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Main results



Conclusion 
(Weber & Plank, 2023)

 ActiveAED: 🧐 A human in the loop improves 
Annotation Error Detection.



So far studied on AED were limited to 
(discriminative) classification tasks



(Weber et al., 2024 LAW@EACL 2024)



Taxonomy of Error Types



Examples



🤔 What’s an error vs plausible variation?



Humans and Uncertainty: The “Problem” of Human Label Variation

Models and Uncertainty: Stop Measuring Calibration When Humans Disagree

How to detect errors? ActiveAED

Plausible variation or error? VariERR
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Motivation

‣ While Human Label Variation exists, so do errors. 

‣ Annotators are inevitably prone to make errors. 

‣ We lack both a theory and operationalizable procedures to answer the RQ: 

‣Can we tease apart error from plausible human label variation?

Error   vs.       plausible Human Label Variation

a continuum of plausible variation



(Weber-Genzel, Peng et al., 2024 To Appear at ACL) 



Natural Language Inference

Premise: As he stepped across the threshold, Tommy brought     
                    the picture down with terrific force on his head.

Hypothesis: Tommy hurt his head bringing the picture down.

Entails NeutralContradicts

From ChaosNLI (100 labels per instance)  
by Nie, Zhou, Bansal (2020)0
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Entail Neutral Contradict



We propose a two step-procedure: 1) Explanations

Premise: As he stepped across the threshold, Tommy brought     
                    the picture down with terrific force on his head.

Hypothesis: Tommy hurt his head bringing the picture down.

Entails NeutralContradicts

A picture hit Tommy’s head with 
force

Tommy is not hurt but rather 
bad strong emotion Ambiguous if Tommy hurt 

himself or another guy

‣ Ecologically valid explanations inspired by (Jiang et al., 2023)



We propose a two step-procedure: 2) Validations

Entails NeutralContradicts

A picture hit Tommy’s head with 
force

Tommy is not hurt but rather bad 
strong emotion Ambiguous if Tommy hurt himself or 

another guy
✓  𐄂

✓  𐄂
𐄂  ✓ 

‣ Another kind of validation: see your own and peer’s label-explanation pairs



ValiErr: Defining Errors

Entails NeutralContradicts

A picture hit Tommy’s head with 
force

Tommy is not hurt but rather bad 
strong emotion Ambiguous if Tommy hurt himself or 

another guy
✓  𐄂

✓  𐄂
𐄂  ✓ 

‣ Self-validated: any self-validated label-explanation pair is plausible, otherwise it is an error 

‣ Peer-validated: A label-explanation pair is peer-validated if >=2 annotators approved it



Example from VariErr NLI:

56



VariErr dataset 

‣ VariErr NLI: re-annotated 500 NLI items from scratch, 1,933 label-explanation pairs 

‣ 88.57% (1,712/1,933) are self-validated, 82.82% are peer-validated (1,601/1,933) 

‣ Overall, 37% of items had self-identified errors (188/500)

57



Statistics on VariErr

‣ Number of label-explanation pairs that 
were rejected in phase 2 

‣ Most Entailment and Contradiction 
annotations are rejected by both self- 
and peer-validations

58



How good is Annotation Error Detection on VariErr?

‣ We model AED as a ranking task 

‣ scorer to rank the list of labels with errors high 

‣ from 500 items, give list of 878 item-label pairs to scorer 

‣ compare ranked lists to self-flagged errors 

‣ Metrics: Average Precision (AP),  
P/R/F1 of top 100 ranked labels P@100, R@100 

‣ Five AED models: two variants of datamaps, metadata 
archaeology, two GPTs* (GPT-3.5 and GPT-4)

59



How good is Annotation Error Detection on VariErr?

‣ Random baseline AP 14.7 

‣ Data Maps: 22 AP 

‣ GPTs:  GPT-3.5 17.6, GPT-4 31.3 

‣ Human label count heuristics:  

‣ 32.5 (ChaosNLI 100 voters) 

‣ 40.8 (4 voters)  

‣ Human heuristics outperforms GPTs,  
best with explanations: 

‣ Peer heuristics from VariErr: 

‣ 46.5 (sum peer-validations)
60

‣ Human validation is a strong means to  
detect errors in data with high HLV 

‣ Heuristics from VariErr performs (4 > 100) 

‣ Analysis: What instances were selected?
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Complementarity
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- GPT-4 correlation to LC_chaos is 0.42



Human Label Variation 
- many exciting connections -

model uncertainty 

high-stake human 
decision support  

(e.g. law)

statistics and data-
generation processhuman values and LLM 

alignment
LLMs that react as 

humans do

learning from less but 
higher quality data active learning



✓ Human label variation is signal (annotation errors though 

do exist)  

✓ Let’s embrace it in all stags of the AI pipelines - to not 

continue to model only the “mode” 

✓ HLV will help us develop trustworthy human-facing AI

63

Take-home message

0.0
0.2
0.4

A B C D
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Thanks to my research team, collaborators and funders:

From Human Label Variation and 
Model Uncertainty to Error 
Detection (and Back)?

http://mainlp.github.io

http://mainlp.github.io

